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ABSTRACT Spatial data analysis has gained a lot of popularity over the last few decades with more devices and
techniques being invented to collect spatial data. This data is of the utmost importance as it is being used to study and
forecast upcoming trends and patterns. This paper discusses a few of the statistical techniques that are used to study
spatial data.
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I. INTRODUCTION

With the fast changing world it is imperative that the topo-
logical, geometric, geographic and other spatial properties
and features are studied thoroughly in order to develop an
adept understanding of past, present and forthcoming trends.
Spatial data analysis is the manipulation and study of data
that is manifested in the spare. Spatial data encompasses data
such as that related to location, area, distance, interaction
etc. An example of spatial data analysis is the develop-
ment of a smart transportation grid using sensors. In this
grid spatial data like distance between vehicles, the length
and area of a vehicle, its interaction with other vehicles
and other parameters are organized, analyzed and modeled
upon to develop and smart and safe transportation grid or
environment Spatial data analysis is a broad term and one
needs to streamline the area under study and the approach
being used to utilize the data. Broadly speaking, spatial data
analysis can be bifurcated into two categories - data driven
[1], [2] and model driven [3] . As the name suggests, for the
data driven approach, data drives the research. In this type
of analytical research there are no preconceived theoretical
hypotheses, rather the first step involves the collection of
spatial data. Once the data is collected and analyzed, attempts
are made to derive patterns, correlations, associations and
provide structure to it. The second type, that is the model
driven approach, deals with data analysis in just the opposite
manner. First a model assumption or hypothesis is proposed
and then confronted with relevant data. This hypothesis may
be rejected or accepted based on how the data responds
when related experiments are performed. In this paper, we
have discussed the first approach - data driven approach and
some statistical methods that are used to perform analysis
and deduction on the data. Statistics for spatial data was
earlier used to organize data into comprehensible patterns.
However, with the advent of machine learning and AI, it
has been developed into a domain of its own. The spatial
data collected is not simply used to generate trends, but also

used to develop regression models and time series forecasting
among other developments using spatial data. In this paper,
we have discussed the statistical methods that are used to
analyze spatial data and trends.

II. LITERATURE REVIEW
Spatial Data Analysis (SDA) is an important topic of interest;
due to this, researchers are working to develop new tech-
niques and theories for Spatial data analysis. In this section,
we will analyze some of the recent developments in the
field of spatial data analysis. Also, there are many cutting-
edge technologies that are useful in spatial data analysis such
as big data analysis [4], [5], soft computing [5], [6] and
cloud computing [7]–[9]. Author in [10] presents the SDA
technique to understand carbon emission at Chian. Author
in [11] presetnes a study of malnutrition in children using
SDA. Author in [12] presents the spatiotemporal evolution
pattern of urban resilience in the Yangtze River Delta ur-
ban agglomeration based on TOPSIS-PSO-ELM. Authors
in [13], [14] analysis different deep learning techniques .
Author in [15] presents a compressive sensing of medical
images with confidentially homomorphic aggregations. Au-
thor in [16] presents Bayesian negative binomial regression
with SDA. Author in [17] presents spatio-temporal evolution
and factor explanatory power analysis of urban resilience
in the Yangtze River Economic Belt. Author in [18] uses
SDAto conduct larval survey of the dengue-endemic area
in Samarinda. Author in [19] use SDA and estimation of
spatial econometric models.Author in [20] used the location
Gini coefficient and exploratory spatial data analysis to study
the spatial agglomeration characteristics of grain yield. Au-
thors in [21] analysis attack detection technique in VANET.
Authors in [22] conducted exploratory spatial data analysis,
with countries as the unit of analysis. Authors in [23] gives
the details about cloud computing security. Authors in [24]
monitors spatiotemporal characteristics of land-use carbon
emissions and their driving mechanisms in the Yellow River
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Delta.

III. TYPES OF DATA IN STATISTICS

Before we move on to the statistical methods and models,
it is important to understand the nature of the data that we
are concerned with when we use a certain statistical method.
Consider a spatial process being denoted in a dimension D.
The attributes are denoted by Z which will be observed in a
plane P with dimension D. D is the domain for the attributes
Z. The continuity and discontinuity of D and Z are separate
entities which may or may not depend on each other. The
types of data that concern statistical analysis are described
below.

A. GEOSTATISTICAL DATA

For geostatistical data [25], [26], the domain D for a given
problem is continuous. This means that Z(s) can be observed
at any point s ∈ D and infinite points can be observed
between two given points si and sj . This does not however
define the nature of the attributes Z being observed in domain
D. The continuity or discontinuity of Z depends on the nature
of Z and not the nature of domain D. Since the nature of the
domain is continuous, it cannot be sampled for an infinite
time. Here sampling and mapping techniques come into play
which help in division of continuous domain into smaller
chunks or regions.

B. LATTICE DATA

Lattice data [27] is a type of data which is measured in
discrete yet already defined regions or areas. There is no
particular restriction on the number of data samples, however
they must be predefined. These regions are more commonly
known as sites. Generally, we can use the notations used for
geostatistical data for lattice data as well; however since the
discrete samples used for defining lattice data span a region
or area of the coordinate plane P, notation such as Z(A) is
also common. In order to define spatial correlations between
samples, characteristics which are common to all the sites
are used. For example, in order to find distance between two
areas in a defined map, s1 and s2 their respective centroids
can be used to calculate the data. Again, in this type of data
division the nature of the domain is fixed and non-stochastic
and the type of the attributes does not depend on the domain
but the nature of the data being collected.

C. POINT PATTERNS

Lattice data and geostatistical data have cursory differences.
However, point pattern data differs from the rest of the two
types at a fundamental level. For lattice and geostatistical
data, the domain D(s) is fixed and unchanging and the at-
tributes Z(s) are of more concern. Point pattern data [28]
on the other hand deals with a changing domain, which is
generally the primary focus of the experiments. Consider an

experiment with the domain D. For an event a

I(s) = 1fora = True

I(s) = 0fora = False

A new domain D is formed which is a subset of D. D
depends on a series of events and is not predetermined. In
this type of data analysis the domain is generally the concern
however it is not to say that the attributes are not important.
The analysis of such experiments heavily rely on condition
based models where the occurrence of a subset of the domain
further affects the data.

IV. STATISTICAL MODELS
As discussed above there are two types of approaches for
spatial data analysis i.e. data driven and model driven ap-
proach. This paper deals with the data driven approach and
the methods used to conduct it. Data driven approach mostly
consists of Exploratory Spatial Data Analysis or ESDA [29].
Exploratory Spatial Data Analysis engrids the non-spatial
tools, global and local spatial autocorrelation and spatial
heterogeneity. Some of these tools and methods have been
discussed below.

A. NON-SPATIAL TOOLS
1) Choropleth Map
A choropleth map [30] is nothing but a visual representation
of the distribution of the variables at hand. Many regard this
as the first step of ESDA as it lays down an initial baseline
division of the data. A choropleth map representation does
not convey the spatial relation and effects on the variables.
Other tools like weighted matrices need to be used to es-
tablish the correlations. Choropleth maps divide an event
space, generally a geographical area, into smaller regions
or divisions to provide data distribution per region. These
smaller divisions may be regular or irregular. The range of
variables in a particular division is generally thematically
represented using colour codes or variations.

2) Visualizing outliers and extreme values
Outliers are points in a dataset that have values that stray too
far from the rest of the data, or in other words, outliers are
the extreme values in a dataset. Visualizing and analyzing
outlier points is absolutely essential to any statistical analysis.
Firstly, knowing the extreme values of a dataset helps in
determining the range of the data. Then, many statistical
models do not respond well to outliers, especially the dis-
tance based models. In such a case removing the outliers
is necessary. Lastly, visualizing outliers can inform about
some anomalous or misinformed data which needs to be
re-evaluated or discarded. The most appreciated method to
visualize outliers is visualizing a box plot [31], [32]. In a box
plot, an outlier is a value above or below a given multiple
of the difference between the first and third quartile. For a
box plot, a distribution that is adjusted to standard deviation
is observed and plotted. The values that go beyond the range
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FIGURE 1: Choropleth Map for income statistics of India in
2021

of [m − 2σ,m + 2σ] are considered outliers. The extreme
values can also be observed by plotting a histogram for the
distribution.

B. SPATIAL WEIGHT MATRIX

A spatial weight matrix [33], [34] is a matrix whose entities
represent the relationship between spatial features of a given
data. A spatial weight matrix converts the structured spatial
data into numerical data. To establish a criteria for interaction
of spatial features, it is important to know the nature of
the features. On the basis of the nature of the features the
method of conceptualization should be given preference.
Generally, there are two fundamental branches of creating
weights to define the relationship between features - binary
or variable weighting. As the name suggests, the cells in
the binary weight matrix consist of 0s and 1s. Some of the
binary weight strategies [35] are fixed distance, K nearest
neighbors, Delaunay Triangulation, contiguity, or space-time
window. Variable weighting on the other hand computes
weights based on the importance of one spatial feature with
respect to another. Inverse distance or zone of indifference
strategies are some of the methods used to calculate weighted
matrices.

C. GLOBAL SPATIAL AUTOCORRELATION

FIGURE 2: Box Plot for income statistics of India in 2021

1) Join Count Statistics
The simplest form of spatial autocorrelation is join count
statistics [36], [37] because it uses binary labels to categorize
quantitative values. At a nominal or ordinal level presence or
absence of a characteristic or a range of features determines
whether the join corresponds to a similar or different value
from the neighboring values to determine the spatial relation.
The quantitative notation for this method is rendered to a
binary variable namely- presence or absence or thematically
speaking, black or white. The spatial dependencies of data
can be expressed in terms of the types of distribution i.e.
grouped, random or dispersed with these types representing
positive, neutral and negative dependency respectively.

2) Global Moran’s I and Geary’s C
The most reliable and widely used statistics to measure global
autocorrelation are Global Moran’s I and Geary’s C [38]. In
contrast to binary join count statistics, they measure the linear
correlation between a variable at one point in a division in
the coordinate system or domain and to the weighted average
of other divisions. The tests for I and C statistics are based
on Z statistics [39] and related distributions. Between I and
C statistics, Moran’s I statistics attest more to global spatial
relations while C statistics are more relevant for local spatial
relations. Moran’s I can be described as

I =
N

So

∑
i

∑
i wij(xi − x)(xj − x)∑

i(xi − x)2

Geary’s C is given by

C =
N − 1

S

∑
i

∑
i wij(xi − x)2∑
i(x− x)2

where N is the number of observations, wij is the degree
of connection between the spatial units i and j, and xi is the
variable of interest in region i and So =

∑
i

∑
i wij

D. LOCAL SPATIAL AUTOCORRELATION
1) Moran Scatterplot
Moran scatterplot [40] is an important statistical tool for local
spatial autocorrelation as it enables us to observe the relation
and similarity of an observation to its local neighbor. The
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horizontal or X axis of a Moran’s scatterplot represents the
observation values. The Y axis or vertical axis represents the
weighted average or the quantitative values in relation to the
local spatial correlation to the observational values of the X
axis. A Moran’s scatterplot is divided into four quadrants
about the origin. The upper right and lower left quadrants
signify a positive correlation between values whereas the
upper left and lower right quadrants indicate a negative
correlation.

FIGURE 3: Moran’s scatterplot [41]

E. OTHER INDICATORS
Major statistical methods and tools have been described
above. Apart from these aforementioned approaches other
notable spatial data analysis methods are - Getis–Ord statis-
tics [42], LISA statistics, Bonferroni pseudo-significance
level etc. Getis–Ord statistics or G statistics are used to
calculate how high and low the local autocorrelation exists
for the value of interest and its neighboring values. This is
done using z-statistic and p-statistics. LISA statistics are used
to determine the circle of clustering of similar values around
a given observational data.

V. FURTHER DEVELOPMENTS AND CONCLUSION
Having empirical and statistical methods to study spatial data
and its relation with other observational values have sig-
nificantly eased and advanced the understanding of various
geo-spatial phenomena. However, a lot of work still needs
to be put into organizing the methodologies and statistics
used between multiple disciplines. Many softwares [43] that
calculate these matrices have been introduced e.g. SAGE
for ESDA, DynESDA, ArcGIS Geostatistical Analyst etc.
These softwares ease the calculation of the statistical analysis
models however on a fundamental level there is still need for
more interdisciplinary methods that not only take in account

the geographical attributes, but also other socio-economic
parameters like population, economics, politics etc.
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