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ABSTRACT To keep tabs on things throughout time, there is a special kind of database called a time series
database (TSD). In a nutshell, time series data are any observations or occurrences that have been observed, sampled,
downsampled, and aggregated over time. Many other kinds of analytics data fall under this category, including but not
limited to data generated from smart devices. To better manage time-stamped metrics, events, and measurements, a
database designed for time series is necessary. For tracking shifts over time, a TSD is the most accurate tool available.
In this context, we analyze the development in the field of TSD. We used the Scopus database to collect the relevant
papers.
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I. INTRODUCTION

Although not a novel concept, time series databases have his-
torically been used to analyze financial data, market volatil-
ity, and many more problems [1]–[3]. The financial sector,
although still a major user of time series data, is only one of
many examples of where this kind of information is put to
use today. Over the last decade, there have been significant
shifts in the environment under which computers operate;
due to development in the field of IoT and other smart
devices [4]–[7]. Things have gotten really specialized. The
age of the component has arrived, and with it, the age of the
component. We are also seeing the instrumentation of every
conceivable surface in the material universe. A sensor may
be found on or is being built into almost every object [8]–
[11]. Consequently, the business now generates a continuous
flow of measurements, events, and time series data from all
sources, both within and outside the organization. This neces-
sitates a shift in the underlying platforms to accommodate the
increased data density, data variety, monitoring requirements,
and control requirements of these new workloads [12]–[14].
The current era necessitates, and indeed is causing, a radical
change in the way we conceptualize and implement data in-
frastructure, as well as how we construct, monitor, command,
and administer complex systems [15]–[18]. We need a time
series database that is fast, scalable, and designed specifically
for time series data [19], [20].

II. RESEARCH METHODOLOGY

In this article, we analyze the development in the field of time
series databases. We search the Scopus database using the
following query:

TITLE-ABS-KEY ( timeseries AND database )

III. RESULTS AND DISSCUSSION
In this research, we analyze the work in the field of time se-
ries databases. As explained in the previous section, we used
the Scopus database to conduct our research. After running
the query, we get 117 documents as represented in Figure 1.
Figure 2 presents the number of papers published over the
time-span related to time series databases. From Figure 1 it
is clear that the average growth rate of papers over that year
is 10.91%, this shows that TSD is a relevant topic and needs
further research. The collected documents are published at
different platforms as represented in Figure 2. however, it
is clear that the majority of the articles are published in
international journals (47.9In addition to that, from Figure 3
it is clear that the majority of computer science researchers
are working in the field of exploratory data analysis.

A. AUTHOR ANALYSIS
Within this subsection, we conduct an examination of the
composition of the authors. We sort the writers by the total
number of articles they have contributed to. This arrangement
is represented as follows:

– ANDERSON (102)
– ATKINSON (102)
– KANG S (102)
– MILLS IC (102)
– WALTON H (102)
– ANDERSSON M (85)
– EKLUND A (85)
– JOHANNESSON M (85)
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FIGURE 1: General Information

FIGURE 2: Different Type

FIGURE 3: Different Domain

FIGURE 4: Different Country Distribution

– JOSEPHSON C (85)
– KNUTSSON H (85)

This subsection helps us to find the leading researcher in the
field of TSD. This will help young researchers to find relevant
articles on TSD.

B. ANALYSIS OF COUNTRY PRODUCTION
Researchers’ locations matter much to the development of
scientific inquiry, too. As such, this section assesses how the
location influences TSD studies. We show our findings in
Figure 4. The quantity of articles produced by a country’s
researchers may be used to rank the nations. From Figure 4;
the ranking of the countries are as follows.

– USA (54)
– CANADA (49)
– UK (35)
– CHINA (27)
– GERMANY (22)
– AUSTRALIA (18)
– FRANCE (13)
– SOUTH KOREA (13)

C. ANALYSIS OF DOCUMENT DISTRIBUTION
This section provides an overview of how the articles were
disseminated across academics. We analyzed data from 117
sources that were indexed in Scopus. These sources included
journals, conference papers, reviews, books, and book chap-
ters. The most-cited works in TSD give a summary of the
field’s most pressing questions and most consequential con-
cepts.Table 1 presents the distribution of the paper according
to the total number of citations

D. ANALYSIS OF KEYWORD DISTRIBUTION
We all know that keywords may be used to provide a
summary of the studies that were conducted. Consequently,
a concise picture of the research area may be gleaned
from an analysis of the Scopus database’s keyword distri-
bution.Figure 5 presents the keyword distribution. In the
Figure 5. From Figure 5 it is clear that frequently occurring
keywords are as follows:

– timeseries (6)
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TABLE 1: Highly Cited Papers

Paper DOI Total
Citations

MILLS IC, 2015, BMJ OPEN [21] 10.1136/bmjopen-2014-006946 102
EKLUND A, 2012, NEUROIMAGE [22] 10.1016/j.neuroimage.2012.03.093 85
GALBRAITH ED, 2013, NAT GEOSCI [23] 10.1038/ngeo1832 75
KLEE U, 2006, EURASIP J APPL SIGN PROCESS [24] 10.1155/ASP/2006/12378 70
DAJANI DR, 2016, AUTISM RES [25] 10.1002/aur.1494 68
ANDERSEN MP, 2016, PROC USENIX CONF FILE STORAGE TECH-
NOL , FAST [26]

NA 55

ALEXANDER LV, 2020, ENVIRON RES LETT [27] 10.1088/1748-9326/ab79e2 53
HOLT J, 2012, PROG OCEANOGR [28] 10.1016/j.pocean.2012.08.001 48
LIN J, 2012, ADVANCES IN MACHINE LEARNING AND DATA MIN
FOR ASTRONOMY [29]

10.1201/b11822-22 47

CHATTERJEE A, 2020, SENSORS [30] 10.3390/s20113089 46
PEINGS Y, 2010, CLIM DYN [31] 10.1007/s00382-009-0565-0 46
LAWES T, 2012, BMJ OPEN [32] 10.1136/bmjopen-2011-000797 46
TERENZIANI P, 2003, IEEE TRANS KNOWL DATA ENG [33] 10.1109/TKDE.2003.1185847 35
CASH BA, 2017, CLIM DYN [34] 10.1007/s00382-016-3320-3 34
WAX TM, 1977, JOURNAL OF COMPARATIVE AND PHYSIOLOGI-
CAL PSYCHOLOGY [35]

10.1037/h0078071 33

BLAAS J, 2009, IEEE TRANS VISUAL COMPUT GRAPHICS [36] 10.1109/TVCG.2009.181 32
XU X, 2014, PROC - IEEE INT CONF WEB SERV , ICWS [37] 10.1109/ICWS.2014.45 29
MONTI C, 2013, PROC INT WORKSHOP ISSUES SENTIMENT DIS-
COV OPIN MIN , WISDOM - HELD CONJUNCTION SIGKDD [38]

10.1145/2502069.2502072 28

FLIS A, 2015, OPEN BIOL [39] 10.1098/rsob.150042 27
LEE AJT, 2009, DATA KNOWL ENG [40] 10.1016/j.datak.2009.04.005 27

FIGURE 5: Keyword Distribution

– deep learning (4)
– internet of things (4)
– machine learning (4)
– artificial intelligence (3)
– data mining (3)
– neural networks (3)
– time-series data (3)

IV. CONCLUSION
Data records that make up a ’time series,’ or a group of data
points with timestamps, may be stored and retrieved with
the use of a computer system called a time-series database
(TSD). Each data point’s relationship to the others is greatly
enhanced by the inclusion of a timestamp. Time-series data,
including sensor readings and intraday stock prices, often
comes in the form of a constant stream. For sophisticated

analysis of time-stamped data, a time-series database enables
for quick data entry and retrieval. In this context, this paper
helps the research to get a better understanding of TSD.
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