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ABSTRACT Software development is an important field of research and evolution. The article explores the various
features and applications of automated feature engineering in software development. The article focuses on a certain type
of framework called the FeatureGen Frameworks which transforms the base features into ones with more information to
better describe any tabular dataset and enhance the learning performance. This article features two of these FeatureGen
Frameworks called AutoGluon-Transform and OpenFE comparing both of them based on the approach they take and
how they bring improvements into Feature Generation to enhance the prediction of tabular data.
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I. INTRODUCTION
We live in an era where technology is constantly changing
and evolving. New theories and algorithms are invented
every day. Scientists and researchers are constantly working
on making the present technology better and increasing its
efficiency so that it caters to the needs of the present as well as
the needs of the future. Sustainable development[1] is one of
the trending topics in the world right now. It is the need of the
hour since the resources of the earth are limited. Engineering
plays a vital role in various fields of sustainable development
to promote it and find better solutions to implement it in
practical life[2]. When seen from the perspective of software
engineering, the principles and the practical elements of
software engineering can be combined with various other
elements to make models to promote and find solutions to
problems hindering sustainable development[3] of human
mankind. Thus, advances in the field of software develop-
ment can help us all achieve sustainability.

Defining software development[4], it refers to the pro-
cess of creating, designing, coding, testing, and maintaining
software or computer programs. It involves a systematic set
of activities that lead to the creation of a software prod-
uct, which could be an application, system, website, or any
other piece of software designed to perform specific tasks
or functions. Software development is a multidisciplinary
field that requires collaboration between different profession-
als, including programmers, designers, testers, and project
managers. One such field in software development that is
trending nowadays is machine learning, thus, when it is
combined with other aspects of software development, it can
help achieve various goals that were previously very difficult
and even sometimes not feasible.

Machine learning is a subset of artificial intelligence (AI)

that focuses on the development of algorithms and statistical
models. These models help the computers to perform tasks
without any programming. The main goal of machine learn-
ing is to make the machine capable of performing predictions
based on the data that was earlier given to it. It can be
used in various fields like stock market prediction[5] and
various other types of algorithms[6] like classification of web
pages[7] and security of banking mobile applications[8]. One
such field in which machine learning is used nowadays is, au-
tomated feature engineering utilizes these machine learning
algorithms to provide us with desirable results.

Diving into automated feature engineering, refers to the
process of using computational techniques, often leveraging
machine learning algorithms, to automatically generate new
features or representations from existing data. In the context
of machine learning and data science, features are the vari-
ables or attributes that are used to train a model and make
predictions. It is used in various places such as HTTP tunnel
detection[9] and classification problems.

Automated feature engineering has various advantages due
to which it is used widely and constantly various research
and developments are happening in its field. Some of its ad-
vantages are time efficiency, scalability, reduction of manual
errors, exploration of complex relationships, model agnosti-
cism, adaptability to changes in data, handling high dimen-
sional data, and enhanced model performance among oth-
ers. Automated feature engineering significantly reduces the
time required for the feature engineering process. Instead of
manually experimenting with various feature combinations,
algorithms can efficiently explore and generate features.
Also, automated processes reduce the likelihood of human
errors associated with manual feature engineering. Algo-
rithms follow consistent and predefined rules, minimizing the
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chance of oversight or miscalculation. Along with deep learn-
ing models[10, 11] and other techniques such as robotics,
automated feature engineering has applications in various
fields. Some examples of this include predictive modeling,
healthcare analytics[12], natural language processing(NLP),
image[13] and computer vision[14], recommendation sys-
tems, anomaly detection[15], financial modeling, industrial
IoT[16] ,and sensor data, etc.

As more and more data is accumulated, it is accumulated
into tabular format. When queried from a database, it also
yields results in a tabular format. Hence, predictive analytics
on that tabular data is a very important feature that software
engineers need to focus on as trends in data and prediction
from it can help make informed decisions. This was previ-
ously done manually which was really cumbersome. But with
the advancements of machine learning, as mentioned earlier,
it is being shifted to machine learning algorithms and thus
computers to do that labor with high accuracy.

Feature generation is a very computationally heavy pro-
cess as mentioned afterwards. If not done efficiently it can
even become infeasible to do the process using machine
learning with the kind of resources in common use today.
Thus, to make the process efficient enough, specially de-
signed and well thought out frameworks like AutoGluon-
Transform[17] and OpenFE[18] are important.

II. FEATUREGEN FRAMEWORKS
Feature generation is the process of generating features of
tabular data. The goal of feature generation is to transform
the base features into ones with more information to better
describe the data of the tables and enhance the learning
performance. The quality of features generated has a serious
impact on the learning process for that tabular data. For
this two methods are possible, manual and automated. The
manual method is very time-consuming and requires case-
by-case knowledge of the domain. Hence, an automated way
is taken. In this, we use machine learning models to predict
the features of the tabular data. Machine learning models
vary depending on the quality of features they present as
a large dataset may provide millions of features that are
computationally very expensive to calculate and are not
even important to predict the tabular data. To filter out the
features that have an incremental increase in the quality of the
predictions of the tabular data, we need to do computations.
Based on the variation of how the features are selected, here
are two of the related models presented in research [17-18]:

– AutoGluon-Tabular: This is an AutoML framework,
extremely accurate machine learning models can be
trained on raw tabular datasets like CSV files with just
one line of Python code. As seen in Figure 1, it assem-
bles several models and stacks them in several layers.
This is based on the expand and reduce technique, in
which the basic features are expanded to generate a
pool of candidate features, and the ineffective candidate
features are then removed. This architecture offers fault
tolerance, predictability, robustness, and simplicity. It

is really simple to implement—just one line of Python
code—and users don’t need to understand the specifics
of machine learning models to train the model on raw
data. Its robustness is demonstrated by the wide range of
datasets it can handle and the fact that training continues
even if some of the individual ML models fail. The fault
tolerance of the model is demonstrated by its ability
to be stopped and resumed at any moment. Addition-
ally, we can regulate how long it takes by setting a
time_limits variable in its fit() function.
This framework begins with robust, performant models,
such as random forest, for time control and progresses
to more costly, less dependable models, like k-nearest
neighbors. But there are some drawbacks of this ap-
proach as listed in [19] that there may be millions of
candidate features with hundreds of features each. Even
with an efficient evaluation algorithm, it is very difficult
to compute all candidate features on the dataset as it is
very computationally expensive and often impractical.

– OpenFE: This model is also based on the expansion
and reduction approach like the AutoGluon-Tabular
method. But this model differentiates from the former
one as the former one uses the following approach to
evaluate the ineffectiveness of features: including the
new features with the feature set and then re-training the
complete model and then testing for the increase in ef-
ficiency. But this takes up a lot of time and this OpenFE
model introduces a new FeatureBoost algorithm which
trains a model with only the new features and not the
complete feature set. This algorithm is implemented
in the pruning algorithm which coarsely reduces the
number of candidate features. This is called Succes-
sive Featurewise Pruning. Then the reduced candidate
features are fed to the FeatureBoost algorithm along
with the base features to further reduce the candidate
featureset.

A. APPLICATIONS OF FEATUREGEN FRAMEWORKS
There are a lot of practical applications of feature generation
through machine learning models. In table 1 we list some of
those applications and a brief on how they are used.

III. CONCLUSION
In conclusion, automated feature engineering is a pivotal
advancement in the field of machine learning which offers
a transformative solution to the various challenges in today’s
world. The emergence of automated approaches and frame-
works such as the FeatureGen frameworks as discussed in
the article has significantly contributed to the streamlining of
the process of creating, selecting, and optimizing features,
marking a difference in the way we approach data-driven
model development and machine learning. The FeatureGen
framework, as a representative example of automated feature
engineering tools, brings with it a suite of powerful tools and
algorithms designed for software development. Its ability to
identify relevant patterns, generate new features, and adapt
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FIGURE 1: Using two stacking layers and n models, the AutoGluon multi-layer stacking approach is represented.

Practical Application Description
Natural Language Pro-
cessing[20]

Techniques such as word embeddings, like Word2Vec or GloVe, leverage
algebraic operations on word vectors to capture semantic relationships,
enriching the feature space with contextually relevant information. This
helps transform raw textual data into meaningful numerical representations.

Image Processing Principal Component Analysis (PCA) or Convolutional Neural Networks
(CNNs) are employed to transform high-dimensional image data into a
lower-dimensional, more informative representation, preserving essential
features for subsequent analysis.

Genomic Data Analysis Feature generation in genomics involves translating biological information
into numerical features for tasks like gene expression analysis or DNA
sequence classification.

Finance and Time Series
Analysis

Fourier transforms, autoregressive models, or statistical measures such
as rolling averages are employed to extract temporal patterns and create
informative features that encapsulate underlying market dynamics. Imple-
menting feature generation on the data using machine learning further
enhances the feature set and predictions.

Healthcare Analytics Translating diverse patient data into comprehensive features for predictive
modeling or disease diagnosis. This can be combined with mathematical
techniques such as wavelet transforms or texture analysis to create features
capturing nuanced patterns.

Social Network Analysis Feature generation aids in characterizing nodes and edges, facilitating
community detection or influence analysis. Graph-based metrics like node
centrality, clustering coefficients, or spectral methods leverage advanced
linear algebra concepts to generate features that encapsulate the network
structure and dynamics further enhancing the feature generation.

to changing data dynamics underscores its efficiency and
adaptability. By automating the traditionally labor-intensive
feature engineering process, FeatureGen not only saves time
but also enhances the overall effectiveness of machine learn-
ing models. The advantages of automated feature engineering
discussed in this article, such as time efficiency, scalability,
and adaptability, highlight its relevance across diverse ap-
plications. Whether applied in predictive modeling, natural
language processing, computer vision, or healthcare analyt-
ics, the impact of automated feature engineering on model
performance is unmistakable.
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